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Abstract 
 

Now-a-days Diabetes is an alarming issue all over the world. In Bangladesh, many individuals 
are affected by it. Due to overpopulation and lack of proper education, it is very difficult to 
provide sufficient care for diabetes patients. This paper presents a system that can detect if 
anyone has diabetes. A machine learning algorithm, KNN is used on a supervised dataset to 
detect diabetes. It also shows nearby doctor chambers through location tracking. The dataset 
was collected from different hospitals of Bangladesh. Due to security reason, we cannot 
disclose the names of the institutions from where we collected all the data. However, supervised 
training in such situation shows a great accuracy although no such work has found for 
Bangladesh region. This paper studies two different algorithms on the dataset. These are, KNN 
and K-means. Between them, the proposed approach achieves 99.78% accuracy, which is so far 
the best for detecting diabetes. We have used total number of 6219 data of different diabetes 
affected patients. Through this system, one can easily know if he has diabetes by giving test 
reports and consult with nearest certified doctors with location tracking. Resulting in saving 
time and money used to detect diabetes and to find preferable doctors as one do not have to go 
to doctors the very first time and see his health condition sitting right at their home.        
 

 
Keywords: K-means, KNN, unsupervised training, supervised training, scaling, confusion 
matrix, clustering. 

 
 
1. Introduction 
 
     This paper primarily aims at detecting diabetes. Diabetes is one of the most talked topics in 
the world. It was first mention by Hesy-Ra, an Egyptian physician in 1552 B.C. Among 7 
billion souls, 8.8% people of all over the world are now a victim of diabetes. Approximately 
80% of people with diabetes live in low and middle-income countries. A great number of people 
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in Bangladesh is also affected by diabetes. The number is around 8.4% or 10 million according 
to research published in WHO bulletin in 2013. It will increase to a whopping 13% within 2030. 
It is due to population growth, aging, urbanization, and increasing prevalence of obesity and 
physical inactivity. It is greatly seen in rural areas, as people tend to be much lazy and 
physically inactive in developed areas. In Bangladesh, people spends large amount of money 
and time just to visit doctors and to do medical tests. Each year thousands of dollars is spend 
just to check if they have diabetes.  In this paper, we have proposed a system that will be very 
much beneficial to all the diabetes-affected patients. Through this system, one can easily check 
whether he/she has diabetes or not. One can also look for the nearest doctor chamber and get 
necessary suggestions and others. Anyone who has access of internet can use this. As mentioned 
earlier, the proposed system gives an accuracy of 99.78%, which is very good. It is also as 
similar as how human would recognize. It splits the data into two sets and trains them. After 
that prediction is performed. We also used another method namely, K-means that only showed 
96.38% accuracy. It separates all the data between two clusters. One who has diabetes and other 
one has not. Then it performs prediction. Both of the methods are completely different from 
each other. Among them KNN shows much better accuracy than unsupervised K-means. As a 
result, we moved on with the proposed method. This will save some money and time as one 
does not have to go to the doctors at the very first time. They can just do the medical test by 
themselves and know the result in seconds. After assuring, one will consult with doctors. The 
rest of the paper is organized as follows: Section 2 contains the background on KNN and K-
means. Section 3 introduces our proposed approach, details of our used dataset, how we 
managed it and necessary processing. Section 4 describes different experiments we conducted 
and the methods followed for them. Section 5 discusses our output and the impact. Finally, 
conclusions are made in Section 6 along with our future plan. 
 
2. Background 
 
2.1. KNN (K-Nearest Neighbor) 
 
     K nearest neighbor algorithm is a learning algorithm, which is broadly used although it is 
very simple and gives good result in classification of linear data. It works better in a large 
dataset. KNN can be used for regression and classification problems. As our target value of the 
dataset is not continuous, we performed KNN classification. It works in such a way that a 
sample data is compared with all previously inputted samples in terms of Euclidean distance, 
the most popular distance measurement. Euclidean distance is calculated as the square root of 
the sum of the squared differences between a new point (x) and an existing point (y) across all 
input attributes.  

                   ED(x,y) = ඥ∑ (𝑥𝑗 − 𝑦𝑗)ଶ௡
௜ୀଵ  

 

Other popular distance measures are Hamming Distance, Manhattan Distance and Minkowski 
Distance. 
From the previous dataset, K samples of less distance to new sample x are selected as neighbors 
of sample x. Finally, x belongs to that class which has the most votes. Most difficult part is to 
find the value of K. For which value of K we get the best output is considered as the value of K. 
So we have to try different odd numbers so there can never be any conflict between two classes 
of same votes. For the value of K = 5, we got the best output. Therefore, it is the value of K for 
our dataset the procedures to compute prediction and accuracy is describes later on this paper.  
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2.2. K-means 
     K-means is a type of unsupervised clustering, which is used on unlabeled data. The objective 
of this algorithm is to find groups in the data, where the numbers is predefined by the value of 
K. The entire dataset will be clustered into K number of groups. Here we know that our whole 
dataset can be divided between two classes. Those who has diabetes and those who do not. So 
the value of K is 2 in this case, resulting the number of centroids being 2. Firstly, among all the 
data any two is chosen as the centroids. Then, assigns each data to the group that has the closest 
centroid. This is done by computing Euclidean distance of each data from each centroids. After 
assigning all the data to a group, both the centroids are repositioned by computing average of all 
the data of the same group. This step is repeated until the centroids no longer move. Finally, we 
get two groups of data; one has diabetes and one do not. After reshaping the target value, we 
can get the accuracy of our dataset.  
 

3. Proposed approach and dataset  
 
3.1. Proposed Approach 
 
 As mentioned earlier this system predicts whether an individual has diabetes or not. Easy 
access and understanding makes it user-friendly. After a user gives input of proper data, our 
system checks whether he/she has diabetes or not by using KNN method. It gives better 
accuracy than KMeans. Firstly, we calculate Euclidean distance of the input value from each 
attribute. Then, the class of least distance is assumed the class it belongs to. Here a user also can 
use the facility to see the doctor chamber/hospitals near him.    
Figure 1.shows the profile of the user, from where he/she can choose what to do. One can entry 
data,observe his/her physical condition via statistic bar,get suggestions and nearby doctor list.  
Figure 2.describes the entities one has to entry.  
Figure 3.shows the statistic bar of the user depending on the values he inserted. Through it, he 
can easily observe his physical condition by comparing recent values with previous.  
Figure 4.shows some suggestions based on the input value. 
Figure 5.tracks the user’s location and suggests nearest doctors.    
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Figure 1.User profile               Figure 2. Data to be inserted 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

       Figure 3.Statistic bar               Figure 4. Suggestions 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                Figure 5.Nearest doctor list 
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3.2. Dataset and Preprocessing 
 
     As supervised dataset is used in this system, we will need many data. The more data we will 
work with the more accurate this system will be. That is why we have tried to maximize the 
number of data. We have collected our dataset from different hospitals. We managed to collect a 
total number of 6219 data (showed in Figure 6). There exist three types of data in our dataset. 
These are glycated, fasting and OGTT. In our dataset, we have an extra column named’ 
SeqNum’ which we do not need. Therefore, we dropped down that column. Doing so, it 
increased our accuracy a big time.  

 
 
 
 
 
 
 
 
 
 

 
 

                              Figure 6.Dataset            Figure 7.Scaled dataset 
 
It is to be noticed that the data we used in our system is little bit skewed and largely sparse. The 
range of glycated is much smaller than other two. Working with this data will not give us proper 
prediction. Scaling the data brings all values onto one scale eliminating the sparsity. Therefore, 
it shifts the distribution of each attribute to have a mean of zero and a standard deviation of one. 
Therefore, we had to process them so that we can apply the algorithm correctly. Doing so, 
machine can easily relate all of them without much hustle. After scaling, the features look 
something like Figure 7.   
 
4. Experiment  
 
   As mentioned earlier, we split entire dataset into two sets training and testing by 20%. So, for 
training set we get 4975 and for test set 1244 data.Then we fit the training data in the machine 
for training. We use the test set against the training set for accuracy. Machine is learned from 
the random train set of 4975 data and from that, test set of 1244 data is analyzed with respect to 
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train set. Accuracy is computed by analyzing how accurately test set scores by learning from 
train set. We take an input of an unknown data which we will predict if it is in the range of 
diabetes. For that, each value of each features is subtracted from the new value and adds them. 
So we get Euclidean distance of the new data from each attribute. Then the minimum difference 
is considered to be the class, where the new value belongs to. Here the value of k is 5. So the 
mean of closest value of 5 will be the predicted class. We also computed confusion matrix. 
Confusion matrix is often used to describe the performance of a classification model on a set of 
test data for which the true values are known. 
 
 
 
 
 
 
 
  
                                                              Figure 8.Confision matrix 
 
From there we got precision, recall and f1 score. These are used to understand the prediction 
and accuracy.  
Precision is the ratio of correctly predicted positive observations to the total predicted positive 
observation.  
Recall is the ratio of correctly predicted positive observations to the all observations in actual 
class –yes 
F1 Score is the weighted average of Precision and Recall. 
In Figure 8, we can see that the avg/total is of precision, recall and f1-score is 1.00 that is the 
best value we can get. In average, all the classes of “0” and “1” were classified correctly.  
 
5. Results and analysis 
 
    Among two algorithms KNN and KMeans, KNN gives the best output of 99.78% accuracy, 
where KMeans gives 96.38% of accuracy. We computed confusion matrix for both the 
algorithms. In KNN, precision, recall and f1-score are all 100%. Which is quite fascinating. 
Meaning, false positive rate is null, we successfully labeled all the features, and for f1-score, it 
is similar to accuracy. It is to be noticed that, in KMeans the values of  precision, recall and f1-
score are slightly different. The values are 99%, 96% and 97% for precision, recall and f1-score 
respectively. From this discussion we can say that KNN gives better accuracy over KMeans. 
 

6. Conclusion 
 
 This paper presents the implementation of supervised training, using KNN for diabetes 
detection. To demonstrate the effectiveness of this approach, we tested the dataset with two 
different algorithm in the dataset. For the supervised algorithm we got an accuracy of 99.78%, 
which is the best reported result on this dataset so far. Apart from demonstrating the utility of 
unsupervised training in the context of Diabetes detection, our results also indicate that such 
supervised training can be useful even when the data sets are independently (and blindly) 
collected. Until now, supervised training has shown much better prediction and accuracy than 
unsupervised training. If we can manage to manage bigger and better dataset, both accuracy and 
prediction can be improved.  
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In future, we are targeting to merge telecommunication with this system. If succeed, then it will 
be a revolutionary step towards handling diabetes in Bangladesh. One can easily access any sort 
of diabetes related treatment and consult with specialists sitting right at their home.      
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